Sketch of Lecture 24 Fri, 3/15/2024

Example 133. We only discuss linear differential equations (DEs). Non-linear DEs include y’ =
y?+ 1 or the second-order equation 3" =sin(ty’) + .

The order of a DE indicates the highest occuring derivative.

Note, however, that 4" =sin(¢)y’ + v is a linear DE, because y and its derivatives occur linearly.

We will see here how to solve those linear DEs which have constant coefficients. That is, the coefficients of y
are constants, as opposed to functions (like sin(t)) depending on t.

Review.

e The solution to y'= Ay, y(0) = yo is y(t) = e*yq.
Why? Because y’(t) = Ae?tyg = Ay(t) and y(0) =e"4yo = yo.

e If we have the diagonalization A= PD P!, then e = PePP~! (and e/t = PePtP~1).

. HA:{Qg}mmeA:[iQJaMGm:{gtO}

0 e® 0 €%t

Example 134. Solve the initial value problem y’:{ _01 _12 }y, y(0) :{ 8 }

Solution.

o A= [ _01 _12 } has characteristic polynomial —A(1 —X) —2=(A+1)(A —2).
Hence, the eigenvalues of A are —1, 2.

The —1-eigenspace nullq _11 _22 D has basis [ f }

The 2-eigenspace null([ :i :? D has basis [ 711 }
Hence, A=PD P! with P:H 4 } and D:[ - }
e Finally, we compute the solution y(t) = e*tyq:
y(t) = PeDtP_lyO
2 -1 et i1 1 31 | 2et4e2t
R e2t 3] =1 2 || 0| | et—e2t
[ ]

Check. Since it is simple to check, it would be almost criminal to not verify that y(0) = [ 2+1 } :{ g }

1—-1

Mt_l f+9 2t 3t_32f,
Example 135. (homework) Suppose that ¢ —ﬁ{ ot g2t 986t+662t }

(a) Without doing any computations, determine M ™.
(b) What is M?

(c) Without doing any computations, determine the eigenvalues and eigenvectors of M.

Armin Straub 62
straub@southalabama.edu



Solution.

(a) Recall that Mt = PePtP—1 while M™ = PD"P~!, provided that M = PD P!, The fact the formula
for eM? features et and e2f, means that the eigenvalues of M must be 1 and 2. Hence,

1 Dt et n |1
o=ty ] e ) e[ ]

Therefore, we just need to replace et by 1" =1 as well as 2! by 2" to get:

n_ 1[14+9.27 3-3.27
M _10[3—3-271 9+42n }

(b) In particular, we see that the underlying matrix is M = M* —i[ 1+9-2 3-3-2 } = [ 19 =3 ]

10l 3-3-2 942 |7 10| -3 11

[Alternatively, we can find M by computing %eMt = MeM? and then setting t =0.]

(c) The eigenvalues are 1 and 2.

Mt

Looking at the coefficients of e? in the first column of e™?, we can see that [ ; ] is a 1-eigenvector.

[We can also look the second column of e, to obtain [ g } which is a multiple and thus equivalent.]

Likewise, we find that [ 3

3 } or, equivalently, [

h } is a 2-eigenvector.

| Higher-order differential equations |

Example 136. Write the (second-order) differential equation v’ =2y’ + y as a system of (first-
order) differential equations.

Solution. Write y1 =y and y2 =1y’. Then 3" =2y’ + y becomes y4 =2y + y1.

r_
Therefore, y'' = 2y’ + y translates into the first-order system Y1="u2 .
gy 4 y2=1y1+2y2

In matrix form, this is y/:[ (1) ; }y.

Comment. Hence, we care about systems of differential equations, even if we work with just one function.

Note. The “trick” of looking at the pair [ 3, } instead of a single function is what we used to translate the

Fibonacci recurrence into a 2 X 2 system.

Example 137. Write the (third-order) differential equation 3" = 3y” — 2y’ + y as a system of
(first-order) differential equations.

/1

Solution. Write y1 =y, yo=y’ and y3=19".

/
Y1=192
Then, y""" =3y’ — 2y’ + y translates into the first-order system < y5 = y3 )
0O 1 0 y§:y1_2y2+3y3
In matrix form, thisis y’=| 0 0o 1 |y
1 -2 3
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