Midterm #2 MATH 316 — Linear Algebra II

Friday, Mar 31, 2023

Please print your name:

No notes, calculators or tools of any kind are permitted. = There are 30 points in total. = You need to show work to receive full credit.

Good luck!

Problem 1. (8 points) Solve the initial value problem y’Z[ _11 g ]!Ia y(0) :[ (2) }

Solution.

o A= [ ! g } has characteristic polynomial (1—A)(5—X) +3=2—-6A+8=(\—2)(A—4).

1

Hence, the eigenvalues of A are 2,4.

The 4-eigenspace null([ :i’ i’ D has basis [ } }
The 2-eigenspace null([ j g D has basis [ f }
Hence, A= PDP~! with P=[ | } Jand D=[* , |
e Finally, we compute the solution y(t) = e*tyq:
y(t) = PeP'P My

[ e R

B | (3]

et o2t
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Problem 2. (14441 points) Consider the sequence a,, defined by a,42=an,+1+2a, and ag=1, a; =8.

(a) The next two terms are ag = and ag=
(b) A Binet-like formula for a,, is a,, = , and lim Gntl_
n—oo Qnp
Solution.

(a) a2=10, a3 =26
(b) The recursion can be translated to { In+2 ]:{ 12 H Int1 }
Ap 41 10
The eigenvalues of [ i g ] are 2, —1.
Hence, a, = a1 2™+ a3 (—1)™ and we only need to figure out the two unknowns «y, as. We can do that using
the two initial conditions: ag=a1 +as=1, a1 =2a; — as=8.
Solving, we find a3 =3 and ay = —2 so that, in conclusion, a, =3-2" —2(—1)™.

It follows from the Binet-like formula that lim 22+l —2.

n—oo An

Problem 3. (2 points) Let A be the 3 x 3 matrix for reflecting through the plane spanned by the vectors [

o o

I

—
| I

Determine an orthogonal matrix P and a diagonal matrix D such that A= PDPT.

0
Solution. The normal direction is spanned by [ -3 }
1

Normalizing all vectors, we can choose P =

10 0
0 1/v10 —-3//10 | and D_{
0 3/y10 1/y10

OO -
o~ o
l oo
A

—_—

Problem 4. (1+1+2 points) Fill in the blanks.

(a) An example of a 2 x 2 matrix with eigenvalue A =5 that is not diagonalizable is

(b) If N®=0, then eNt=

(c) How many different Jordan normal forms are there in the following cases?

e A 4 x4 matrix with eigenvalues 2,5,5,5?

e A 8 x 8 matrix with eigenvalues 1,1,2,2,4,4,4,47

Solution.
a) An example of a 2 X 2 matrix with eigenvalue A =5 that is not diagonalizable is o 1 . (This is a Jordan block!
05
(b) If N*=0, then eV =1+ Nt + S N%>.

(¢) 1-3=3 and 2-2-5=20 different Jordan normal forms.
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Problem 5. (4 points) Fill in the blanks.

(a) Let A be the 4 x 4 matrix for orthogonally projecting onto a 2-dimensional subspace of R*.

Then det(A) = . and the eigenvalues (indicate if repeated) of A are
(b) If A is a projection matrix, then 42024 = . If B is a reflection matrix, then B?024 =
c as eigenvalue 2, then as eigenvalue A eigenvalue ) an eigenvalue
If A has eigenvalue 2, then A3 has eigenval 3A eigenval d AT eigenval
-2 0 n At
(d) If A= 0 4 , then A" = and et =
Solution.

(a) det(A)=0, and the eigenvalues of A are 0,0,1,1.

(b) If A is a projection matrix, then A20?24= A. (Because A%2= A.)

If B is a reflection matrix, then B?°?*=1. (Because B*=1.)

(c) If A has eigenvalue 2, then A° has eigenvalue 23 =8, 34 eigenvalue 3-2=6, and A’ eigenvalue 2.

—_ _9\"n —2t
(d) IfAz{ ; 2},thenAn=[( 2) 4n}andez4t:l€ e4t‘|'

Problem 6. (2 points) Convert the third-order differential equation
y"'=6y" =3y’ =10y, y(0)=1, y'(0)=2, y"(0)=3
to a system of first-order differential equations.

Solution. Write y; =¥, yo=1y’ and y3=1y".
Y1 =192

Then, y""=6y"” — 3y’ — 10y translates into the first-order system < y4=y3 .
ys=—10y1 — 3y2 + 63

0 1 0 1
In matrix form, this is y’:{ 0 0 1 ]y, y(0) :{ 2 ]
~10 -3 6 3

Problem 7. (4 points) Suppose the internet consists of only the three webpages A, B,
C which link to each other as indicated in the diagram. e

Rank these webpages by computing their PageRank vector.

PageRank vector: . Ranking of websites:
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Solution. Let a; be the probability that we will be on page A at time ¢. Likewise, by, ¢; are the probabilities that we

will be on page B or C.

We obtain the following transition behaviour:

-at—l—l-bt—i—O-ct

at41 (1) (1) ag
bt+1 = E'at+0'bt+1'0t =| 3 bt
Ct+1 %-at—i—O-bt—i—O-ct % Ct

To find the equilibrium state, we again determine an appropriate 1-eigenvector.

-1 1 0 2
-1 1 which has basis { 2 }

The 1-eigenspace is null {
0o -1 1

NN

2
The corresponding equilibrium state is %[ 2 } This is the PageRank vector.
1

2

In other words, after browsing randomly for a long time, there is (about) a %:40% chance to be at page 4, a = =40%

chance to be at page B, and a %: 20% chance to be at page C.

We therefore rank A and B highest (tied), and C' lowest.
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(extra scratch paper)
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