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For one more application of Theorem 2.19, let’s return to the nutritional powder

problem described at the beginning of the section.

EXAMPLE 7 Use the Big Theorem to show that stocking powder brands A, B, and

C is efficient.

Solution We previously determined that the nutrient vectors a, b, c, and d are linearly

dependent, and we concluded that brand D can be eliminated. For the remaining three

brands, it can be verified that

x1a + x2b + x3c = 0

has only the trivial solution, which tells us that a, b, and c are linearly independent. By

Theorem 2.19, we can conclude the following:

• The vectors a, b, and c span all of R3. Therefore every vector in R3 can be expressed as

a linear combination of these three vectors. (Note, though, that some combinations

will require negative values of x1, x2, and x3, which is not physically possible when

combining powders.)

• Item (c) of the Big Theorem tells us that there is exactly one way to combine

brands A, B, and C to create any blend with a specific combination of protein, fat,

and carbohydrates. Thus stocking brands A, B, and C is efficient, in that there is no

redundancy. ■

EXERCISES

For Exercises 1–6, determine if the given vectors are linearly

independent.

1. u =

[

3

−2

]

, v =

[

−1

−4

]

2. u =

[

6

−15

]

, v =

[

−4

−10

]

3. u =

[

7

1

−13

]

, v =

[

5

−3

2

]

4. u =

[

−4

0

−3

]

, v =

[

−2

−1

5

]

, w =

[

−8

2

−19

]

5. u =

[

3

−1

2

]

, v =

[

0

4

1

]

, w =

[

2

4

7

]

6. u =







1

8

3

3







, v =







4

−2

5

−5







, w =







−1

2

0

1







In Exercises 7–12, determine if the columns of the given matrix

are linearly independent.

7.

[

15 −6

−5 2

]

8.

[

4 −12

2 6

]

9.

[

1 0

−2 2

5 −7

]

10.

[

1 −1 2

−4 5 −5

−1 2 1

]

11.

[

3 1 0

5 −2 −1

4 −4 −3

]

12.







−4 −7 1

0 0 3

5 −1 1

8 2 −4







In Exercises 13–18, a matrix A is given. Determine if the homoge-

neous system Ax = 0 (where x and 0 have the appropriate number

of components) has any nontrivial solutions.

13. A =

[

−3 5

4 1

]

14. A =

[

12 10

6 5

]

15. A =

[

8 1

0 −1

−3 2

]

16. A =

[

−3 2 1

1 −1 −1

5 −4 −3

]
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17. A =

[

−1 3 1

4 −3 −1

3 0 5

]

18. A =







2 −3 0

0 1 2

−5 3 −9

3 0 9







In Exercises 19–24, determine by inspection (that is, with only

minimal calculations) if the given vectors form a linearly depen-

dent or linearly independent set. Justify your answer.

19. u =

[

14

−6

]

, v =

[

7

−3

]

20. u =

[

2

1

]

, v =

[

5

3

]

21. u =

[

3

−1

]

, v =

[

6

−5

]

, w =

[

1

4

]

22. u =

[

6

−4

2

]

, v =

[

3

−2

−1

]

23. u =

[

1

−8

3

]

, v =

[

0

0

0

]

, w =

[

−7

1

12

]

24. u =







1

2

3

4







, v =







1

2

3

4







, w =







4

3

2

1







In Exercises 25–28, determine if one of the given vectors is in the

span of the other vectors. (HINT: Check to see if the vectors are

linearly dependent, and then appeal to Theorem 2.14.)

25. u =

[

6

2

−5

]

, v =

[

1

7

0

]

26. u =

[

2

7

−1

]

, v =

[

1

1

6

]

, w =

[

1

3

0

]

27. u =

[

4

−1

3

]

, v =

[

3

5

−2

]

, w =

[

−5

7

−7

]

28. u =







1

7

8

4







, v =







−1

3

5

2







, w =







3

1

−2

0







For each matrix A given in Exercises 29–32, determine if Ax = b

has a unique solution for every b in R3. (HINT: the Big Theorem

is helpful here.)

29. A =

[

2 −1 0

1 0 1

−3 4 5

]

30. A =

[

3 4 7

7 −1 6

−2 0 2

]

31. A =

[

3 −2 1

−4 1 0

−5 0 1

]

32. A =

[

1 −3 −2

0 1 1

2 4 7

]

FIND AN EXAMPLE For Exercises 33–38, find an example that

meets the given specifications.

33. Three distinct nonzero linearly dependent vectors in R4.

34. Three linearly independent vectors in R5.

35. Three distinct nonzero linearly dependent vectors in R2 that

do not span R2.

36. Three distinct nonzero vectors in R2 such that any pair is lin-

early independent.

37. Three distinct nonzero linearly dependent vectors in R3 such

that each vector is in the span of the other two vectors.

38. Four vectors in R3 such that no vector is a nontrivial linear

combination of the other three. (Explain why this does not con-

tradict Theorem 2.14.)

TRUEORFALSE For Exercises 39–52, determine if the statement

is true or false, and justify your answer.

39. If a set of vectors in Rn is linearly dependent, then the set must

span Rn .

40. If m > n, then a set of m vectors in Rn is linearly dependent.

41. If A is a matrix with more rows than columns, then the columns

of A are linearly independent.

42. If A is a matrix with more columns than rows, then the columns

of A are linearly independent.

43. If A is a matrix with linearly independent columns, then

Ax = 0 has nontrivial solutions.

44. If A is a matrix with linearly independent columns, then

Ax = b has a solution for all b.

45. If {u1, u2, u3} is linearly independent, then so is

{u1, u2, u3, u4}.

46. If {u1, u2, u3} is linearly dependent, then so is {u1, u2, u3, u4}.

47. If {u1, u2, u3, u4} is linearly independent, then so is

{u1, u2, u3}.

48. If {u1, u2, u3, u4} is linearly dependent, then so is {u1, u2, u3}.

49. If u4 is a linear combination of {u1, u2, u3}, then

{u1, u2, u3, u4} is linearly independent.

50. If u4 is a linear combination of {u1, u2, u3}, then

{u1, u2, u3, u4} is linearly dependent.

51. If u4 is not a linear combination of {u1, u2, u3}, then

{u1, u2, u3, u4} is linearly independent.

52. If u4 is not a linear combination of {u1, u2, u3}, then

{u1, u2, u3, u4} is linearly dependent.
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53. Which of the following sets of vectors in R3 could possibly be

linearly independent? Justify your answer.

(a) {u1}

(b) {u1, u2}

(c) {u1, u2, u3}

(d) {u1, u2, u3, u4}

54. Which of the following sets of vectors in R3 could possibly be

linearly independent and span R3? Justify your answer.

(a) {u1}

(b) {u1, u2}

(c) {u1, u2, u3}

(d) {u1, u2, u3, u4}

55. Prove that if c1, c2, and c3 are nonzero scalars and

{u1, u2, u3} is a linearly independent set of vectors, then so is

{c1u1, c2u2, c3u3}.

56. Prove that if u and v are linearly independent vectors, then so

are u + v and u − v.

57. Prove that if {u1, u2, u3} is a linearly independent set of vec-

tors, then so is {u1 + u2, u1 + u3, u2 + u3}.

58. Prove that if U = {u1, . . . , um} is linearly independent, then

any nonempty subset of U is also linearly independent.

59. Prove that if a set of vectors is linearly dependent, then adding

additional vectors to the set will create a new set that is still linearly

dependent.

60. Prove that if u and v are linearly independent and the set

{u, v, w} is a linearly dependent set, then w is in span{u, v}.

61. Prove that two nonzero vectors u and v are linearly dependent

if and only if u = cv for some scalar c .

62. Let A be an n × m matrix that is in echelon form. Prove that

the nonzero rows of A, when considered as vectors in Rm, are a

linearly independent set.

63. Prove part (b) of Theorem 2.16.

64. Let {u1, . . . , um} be a linearly dependent set of nonzero vec-

tors. Prove that some vector in the set can be written as a linear

combination of a linearly independent subset of the remaining

vectors, with the set of coefficients all nonzero and unique for the

given subset. (HINT: Start with Theorem 2.14.)

In Exercises 65–66, suppose that the given vectors are direction vec-

tors for a model of the VecMobile III (discussed in Section 2.2).

Determine if there is any redundancy in the vectors and if it is

possible to reach every point in R3.

65. u1 =

[

1

−2

5

]

, u2 =

[

4

2

0

]

, u3 =

[

2

6

3

]

66. u1 =

[

2

−5

1

]

, u2 =

[

1

3

−4

]

, u3 =

[

−5

7

2

]

C In Exercises 67–70, determine if the given vectors form a lin-

early dependent or linearly independent set.

67.

[

2

−3

5

]

,

[

3

−4

2

]

,

[

−1

1

7

]

68.

[

−4

2

3

]

,

[

1

3

1

]

,

[

−3

5

4

]

69.







2

0

1

−1







,







−3

2

5

6







,







6

7

0

−5







,







5

−3

7

−3







70.







3

5

−2

−4







,







2

−4

3

−1







,







−4

6

6

2







,







−7

2

2

6







C In Exercises 71–72, determine if Ax = b has a unique solution

for every b in R3.

71. A =

[

1 −2 4

5 −3 −1

−3 −7 −9

]

, x =

[

x1

x2

x3

]

72. A =

[

3 −2 5

2 0 −4

−2 7 1

]

, x =

[

x1

x2

x3

]

C In Exercises 73–74, determine if Ax = b has a unique solution

for every b in R4.

73. A =







2 5 −3 6

−1 0 1 −1

5 2 −3 9

3 −4 6 8







, x =







x1

x2

x3

x4







74. A =







5 1 0 8

−2 4 3 11

−3 8 2 5

0 3 −1 8







, x =







x1

x2

x3

x4








